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Abstract. Human computation techniques have demonstratdd abdity to
accomplish portions of tasks that machine-basedthtques find difficult. Que-
ry refinement is a task that may benefit from hurmamlvement. We conduct
an experiment that evaluates the contributionsvofuser types: student partic-
ipants and crowdworkers hired from an online labwarket. Human partici-
pants are assigned to use one of two query inesfax traditional web-based
interface or a game-based interface. We ask eamlpgo manually construct
queries to respond to TREC information needs andileaé their resulting re-
call and precision. Traditional web interface usars provided feedback on
their initial queries and asked to use this infaforato reformulate their origi-
nal queries. Game interface users are provided iw#tant scoring and ask to
refine their queries based on their scores. We uneabe resulting feedback-
based improvement on each group and compare thksréf®m human compu-
tation techniques to machine-based algorithms.

1 I ntroduction

Although searching is a core component of any dasumetrieval system, few user
information needs are satisfied by the initial quein studies of Web searches, which
parallel document searches, more than half ofuadtigs are subsequently reformulat-
ed by users after results are returned from arairquery [24]. Query refinement is

often necessary due to the presence of over- arespkcified search terms, inappro-
priate terms retrieving non-relevant documents, gpds. Thus, query refinement is
an important step and a core area of study ininétion retrieval.

The difficulty with the initial query and query reément may be due to inadequate
guidance; most users receive little, if any, insfian on designing effective queries
and also have difficulty identifying useful termsr feffective query expansion [23].

Since users are typically unaware of the depttercbntents of the document collec-
tion in advance, they are neither able to measuregtimate) their own search suc-
cess nor are they able to compare their own resititlsthose of others searching the
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same collection. This results in few opportunities users to improve their search
techniques in an objective manner. This in tuoteptially leads to the perpetuation
of these same search-related errors on subsequenit s

Given how important it is to have an effective quéar document retrieval it is not
surprising that query design, term expansion grase methods for reformulating
term weights etc., have been explored over theskagtral decades. There are many
studies involving algorithmic methods (such asdlassic Rocchio algorithm [22] and
classifiers [15]) and many others exploring humaeliigence (using expert searchers
and librarians, e.g., [11, 19, 26]). At this painis almost universally acknowledged
that in most cases an initial query refined usingasonable strategy will yield better
results than the initial query. The basis of thtnement may be true or pseudo rele-
vance feedback derived from the documents retribyetthe initial query.

Two recent socio-technological developments chargeo return to query design
research. These are the development of crowdsmuacid the development of games
with a purpose (GWAP). Crowdsourcing is a framdwahereby tasks (such as
categorization, image annotation, and relevancesassents) may be accomplished
quickly and cheaply by soliciting workers from agaly anonymous pool of partici-
pants. GWAP systems are similar except that tleseces are also games meant to
entertain, reward with scores, be interactive, iangkeneral look and feel like a game.
These mechanisms are not error free and so inwihe¢egies for error recognition
and correction. Crowdsourcing has gained widespi@tention, as illustrated by
recent conferences and workshops even in the IRxb[8, 9, 18]. GWAP systems,
while relatively harder to implement, have alsongaed some interest, though not yet
as much as with crowdsourcing.

These two developments motivate our goal, whidb sssess the use of human intel-
ligence through crowdsourcing and GWAPs both fdrahquery design and for que-
ry refinement in document retrieval. Note thasthuman intelligence is not that of
the original user or of an expert librarian (anlangell-studied in the literature), but
of the largely anonymous individuals. As indicated14], if the methods examined
here are found to be effective then we will hawe lkeginnings of a new approach for
assisting searchers with query design. This optiay be invoked when a query is
particularly difficult and the information need hlamgevity (e.g., in topic detection
and tracking [2]) or where some latency in retugniesults can be tolerated.

We study the value of using largely anonymous peefd crowdsourcing for query
design; this includes both initial query formulatiand query refinement given some
relevance feedback. We study this anonymous peappeoach in game (GWAP)
and non-game settings. This allows us to teasefauéxample, the effects of offer-
ing entertainment on quality and cost. As a cativée also study query design with
a more homogenous and not so anonymous group iefdndls; namely students in a
campus. Finally we compare performance with aoralymic baseline. We compare
retrieval results obtained using all of these quiegign methods applied to a com-



mon set of topics and by running the resulting pasewith the same retrieval algo-
rithms and against the same collection. We askdll@ving research questions:

1. Does retrieval performance differ when the initigiery is designed by hu-
mans versus the machine?

2. Does retrieval performance differ when feedbackedaguery refinement is
done by humans versus the machine?

3. Does retrieval performance differ for humans ughegnon-game (basic web
interface) versus the game interface? (Note théstion is asked both for in-
itial query design and for query refinement witedback).

4. For each type of interface (game and non-game) dgsval performance
differ between student participants and crowdwaRdNote this question is
asked both for initial query design and for quexfimrement with feedback).

This is the first controlled study we know of tleisesses the value of crowdsourcing
and online games for query design and to compasettvith query design by humans
recruited from more traditional settings and byoalltpms. Our long-term goal is to
explore mechanisms for involving crowdsourcing a&jaanes (relatively new socio-
technological developments) in information retrieéere we focus on query design
- a core step in information retrieval.

The remainder of this paper is organized as followsthe next section, we discuss
the background of our approaches. In Section 3pnegide a description of our ex-
perimental methods. In Section 4, we provide @sults. Section 5 provides some
topic-specific analysis and is followed by a distas of our general findings in Sec-
tion 6. We conclude and briefly discuss future cli@ns of our work in Section 7.

2 Background and Motivation

2.1  Crowdsourcing-based approaches

To date, most crowdsourcing studies in informatietrieval have examined rele-
vance assessment. Several studies, such as [Ha¥8]compared the crowd to ex-
perts in document assessment, concluding thertlésdifference in quality, particu-
larly when multiple assessors are used. Few etiahgsahave been conducted to
compare crowd-based and lab-based participanteancts performance. One study
compared crowd and lab participants on multimedarch results in [13], concluding
that the two groups were indistinguishable in gyali

Integrating the crowd is becoming more commonpfacehe difficult searches, per-
haps indicating the crowd represents a nice trddmtiveen speed, cost, and quality.
Bozzonet. al. describe a tool called CrowdSearcher, which etdizhe crowd for
difficult searches in [7]. A study by Yaat. al. described a mobile search application
in [27]; claiming a search precision of 95%. Ageewval. conducted an experiment to



evaluate crowd search techniques in [1], but docoatpare the crowd’s performance
with other groups. These studies provide the erthiat the crowd can be used to
search effectively and deliver results with readmarecision.

2.2 Game-based approaches

Only a few games with a purpose (GWAP) have beerstoacted to address initial

query and query reformulation effectiveness. Thswup [10] is a GWAP that uses

output-agreement mechanism to gather relevance dakes game asks players to
evaluate search terms and attempt to independéetbrmine the most relevant doc-
ument to a given query. Search War [17] is anotf@me used to obtain data on
search relevance and intent for a user-providedyqu®layers are paired and each
given a unique search query and the objective esgiug their opponent’s search
query first. The design relies on the premise thatgus will select the least relevant
webpage w.r.t. the search query, to provide ta ty@dbonent as hints, which implicit-

ly provides a relevance judgment.

Koru [20], the most similar game to the one we imseur study, allows users to as-
sess their search skills relative to other seasched evaluate how their own searches
might be improved. Like other GWAPs, it is intendedbe both fun and to create
valuable output on query refinement behavior imatlled information task. How-
ever, it does not make a comparison between diffapproaches and it is limited to
a small document collection from a single sourbe {lew York Times).

2.3 Machine-based Approaches

There have been a number of studies that examiemaiive query expansion versus
automatic query expansion and reformulation. lmttva query expansion and refor-
mulation can be used as an effective means of wipgoa search. Efthimiadis [12]
found system-provided terms, on average, when teeleimproved retrieval perfor-
mance. Conversely, Belkin, et al. [6] found thabtans rarely used relevance feed-
back features and were often puzzled by some mechiggested terms. Ruthven
[23] demonstrated that human searchers are leddy litkan machine-based systems to
make good expansion and reformulation decisionsckAfb] found that users made
little use of machine-suggested terms to expandrafide their queries, but when
they did it improved retrieval performance. Thtigre are mixed performance re-
sults from machine-provided query reformulation #mese machine-based approach-
es have not been adequately evaluated against heongputation-based methods.

3 Experimental Methods

We evaluated performance on three treatments: tif@reht query types (initial que-
ries and queries refined based on feedback), thffsrent approaches (crowdsourc-
ing, game and machine) and, for crowdsourcing ardegapproaches, two different



user types (undergraduate students recruited on campus anederarkers recruited
through an online labor market).

3.1 Datasets

We randomly selected 20 topics used in the TRE@-ficz task. Since the collection

involved some topics that were outdated, we dismhitthose topics from our list of

selected topics. The 20 topic numbers chosen v8&e; 354, 355, 358, 359, 363,

364, 369, 374, 375, 379, 380, 388, 389, 390, 393, 396, 399, and 400. These top-
ics were presented to each user in the same olferused the relevance judgments
provided by TREC assessors as our gold standafte nimber of relevant docu-

ments per topic ranged from 7 (for topic 380) td fbr topic 354), with an average

of 87.9 relevant documents per topic.

3.2  Query Design Approaches

Seek-o-rama (Data Collection Web Interface)
To examine queries issued through standard brawface, we invited participants
to use Seek-o-rama, a PHP-based data collectierfane®

Initial Query Formulation

Users were provided with the title, the descriptiand the narrative for each of the 20
topics. Participants were given a large text bmxnput their query, with a pop-up
help screen available to them throughout the té#k.provided detailed instructions
and examples of how to construct queries usinggdenmd simple operators (AND,
OR and NOT), and provided the following objectieepiarticipants: “The objective of
Seek-o-rama is to construct queries that will bitagk as many relevant documents
as possible while excluding non-relevant documents”

Query Refinement

Once a user had provided initial input for eachhaf 20 topics, they were instructed
to return after two hours to allow us time to rbe provided queries against our doc-
ument collection, provide the recall and precidmmeach query for the second round.
The user’s original search terms were pre-loaddtiénnput text boxes for each top-
ic, allowing easy modification to their original @ny. Also, in the second round, we
provided users with the highest-ranked relevant momrelevant document from the
collection to aid them in their query refinement.

Seekgame (Game I nterface)
Some users invited to participate in this exercisse randomly selected to use
Seekgame, a PHP-based game, instead of the Seskeointerface.

! Screenshots are available at the following URLp:Httgames.org/seekorama/



Initial Query Formulation.

Users selected to use Seekgame were given a difféfeL, and were presented with
the same initial screen outlining the game’s olijest instructions on term and oper-
ator rules as the Seek-o-rama interface participaarticipants were asked to enter
the initial query. The game instructions also Hael following additions. First, there
was a time-based constraint that required searchstéo be entered within 30 sec-
onds. Second, scoring was provided instantly @rpt soon). Third, participants
had musical sound effects to enhance the intedagaime-like feel. Last, a leader-
board and badges, or icons, were awarded for supgaime performance.

Query Refinement.

Unlike Seek-o-rama, the Seekgame did not providesusith precision and recall
information from their initial round as they begtmeir second round. This was be-
cause the calculation of this information was maéegrated into the game interface
and would take away from the feeling of engageménstead once a user entered a
set of terms for a topic, these terms were parsedrhove stopwords, stemmed, and
compared against a weighted list of stemmed teinaireed from documents judged
relevant for that topic. A pop-up screen providedring and bonus information to
each player after they submitted their query. ghbr score was awarded for the use
of relevant terms not commonly used by other pigidiats. This score was immedi-
ately calculated and issued to the user, along avifime-based bonus for completing
the search quickly. Once a user completed therfitsnd, they could begin the query
refinement round without delay. Users were inggddo refine their initial query
based on their score and a relevant and non-rdl@aument provided to them to
aid their refinement, subject to the same 30-setiomg restriction.

Stars were awarded to users who scored abovearcthteshold. Badges were giv-
en to users having the highest overall score, dadderboard was shown to the users,
providing the option for top scorers to add theimes for “bragging rights”.

3.3  Algorithmic Baseline

Initial Query For mulation

The machine-based queries used the title and tkeriggon, as provided from the
TREC topics data. Similar to Seek-o-rama and Sarekg this input had stopwords
removed using the same stopword list and were stamming the Porter stemmer.

Query Refinement

Using the ranked list returned by Indri [25], wédestéed the highest-ranked document
from the results of the initial query. We added tdmens contained within the headline
and byline of the retrieved document as additioanplts to the query, applied the
stemming and stopword list to the added termss bhtame our refined query.



34 Participants

Crowdsourcing workers (N=58) were recruited usimga&on Mechanical Turk. We
structured the task such that, to receive any cosgi®n, these crowdworkers would
have to complete both rounds of initial query desagd query refinement. We dis-
carded the inputs for those workers who did notmdete all 20 topics in both rounds.
We paid $0.20 for crowdworkers to complete bothnds) regardless of interface.
Undergraduate student volunteers (N=47) were rexifrom several sections of an
undergraduate business course from a small Midwesiaiversity in September
2012. Participants from this group, which we calf student participants, were ran-
domly assigned to use one of two interfaces angwere not compensated.

3.5 Assigning Participantsto Interfaces

Student and crowd participants were assigned ralydéoneither Seek-o-rama or
Seekgame, but not both. Of the student participahfailed to complete both rounds
of the task; of the crowdworkers, 18 failed to cdéete both rounds. In each case,
those participants who did not complete both rouawd the two surveys had their
inputs removed from our dataset. Participants acheof the human participant
groups were split equally between the game andgamne treatments.

3.6 Retrieval Algorithms

We used two standard retrieval algorithms implemeéty the widely-used Indri [25]
system. The first usetf-idf scoring to rank documents against queries [16he T
second uses the Okapi algorithm [21]. For tf-id& used parameter values k1 = 1.2
and b = 1.2; for Okapi we used parameter valuesk15, b = 0.75, and k3 = 7.

4 Results

The results from our study, comparing the differanman-based approaches and
interfaces to the machine algorithm baseline, anensarized below in Table 1.

Table 1. Overall results from our study, comparing humaprapaches to the machine baseline

Initial Query Query Reformulation
Approach MAP P@10 MAP P@10
Okapi tf-idf Okapi tf-idf Okapi tf-idf Okapi tf-idf
Students - Non-game 0.106 0.104 0.203 0.198 0.089 0.09: 0.231 0.225
Students - Game 0.114 0.102 0.179 0.175 0.135 0.13] 0.206 0.201
Crowd - Non-game 0.098 0.094 0.183 0.178 0.110 0.111 0.215 0.209
Crowd - Game 0.131 0.121 0.179 0.174 0.136 0.12 0.203 0.197
Algorithm 0.076 0.073 0.145 0.141 0.079 0.07 0.160 0.155

We conducted tests to examine each of our fouarebajuestions, which are provid-
ed in Table 2. In each test described below, wevige two-tailed t-tests at the
p<0.05 level of significance for the Okapi resul@®urtf-idf results provided the same



conclusions with only minor differences in statiati significance, so they are not

reported here.

Table 2. Summary of findings on the 20 topics for our foesearch questions, based on two-
tailed t-tests (p<0.05). Standard deviation i®giin parentheses next to each mean value. An

asterisk indicates it is statistically significaitp<0.05.

Resear ch Question

M ean Average Precision (MAP)

Top 10 Precision (P@10)

Initial Query

Query Refinement

Initial Query

Query Refinement

RQ1 andRQ2:
Humans (A) vs. Machine (B)

A 0.110 (0.183)
B: 0.076 (0.146)
p=0.041*

A 0.120 (0.182)
B: 0.075 (0.149)
p=0.041*

A 0.186 (0.151)
B: 0.145 (0.176)
p=0.034*

A:0.214 (0.147)
B: 0.160 (0.179)
p=0.033*

RQ3:
Game (A) vs. Non-Game (B)

A 0.117 (0.197)
B:0.102 (0.201)
p=0.063

A:0.135 (0.163)
B:0.105 (0.114)
p=0.044*

A:0.179 (0.148)
B:0.193 (0.102)
p=0.040*

A 0.205 (0.136)
B: 0.224 (0.099)
p=0.036*

RQ4:
Crowd (A) vs. Students (B)

A:0.110 (0.167)
B:0.110 (0.161)
p=0.052

A:0.123 (0.181)
B:0.118 (0.169)
p=0.055

A-0.181 (0.182)
B:0.191 (0.176)
p=0.056

A:0.219 (0.137)
B:0.214 (0.153)
p=0.057

Our first two research questions compared humaaebaad machine approaches on
mean average precision (MAP) and p@10 for bothelnifuery formulation and que-
ry refinement across all 20 topics (See [8] fotHar discussion of these parameters).
We found a significant difference for both initiqery and query refinements be-
tween the two, indicating that for the 20 topicsexamined, humans provided better
mean average precision as well as precision oeetoln 10 documents retrieved using
the same retrieval algorithms as compared withribehine approach.

Next, performed a test to examine our third redeaneestion; that is, compare the
game and non-game interfaces for our human paatitspon average precision and
p@10 across all 20 topics. For the initial quemyrfalation, we did not find a signifi-
cant difference related to the type of interfacedusn mean average precision. For
query refinement, however, we found a significafféa on average precision, with
game interfaces providing a higher mean averageigwe than non-games. For
p@10, our test also indicated a significant diffeeefor both initial queries and query
refinements, but in contrast to our finding on a¢gr precision, the non-game inter-
faces provided better precision in the top 10 eg&d documents.

Last, to examine our fourth research question,ametests to compare the crowd and
student subject groups on average precision andOp&foss all 20 topics. For the
initial query formulation, no significant effect wdound on average precision related
to the group used for initial query formulation query refinement. Likewise, we
found no significant difference between the crowd atudents for p@10. This indi-
cates that there was no significant differenceitimee the average precision or in pre-
cision for the top 10 documents retrieved betwéenivo human subject groups.



5  Topic Specific Analysis

Tables 3 and 4 below provide an overview of the Inemof topics favoring the dif-

ferent treatments we examined for average precaiohp@10, respectively.

Table 3. Preference determination for each topic basedserage precision (AvgP)

Number of Topics
AvgP ___A>B __A=B ___A<B
Initial Query Initial Query Initial Query
Query | Refinement| Query Refinement | Query | Refinement
Human (A) vs. Machine (B) 17 12 3 3 0 5
Game (A) vs. Non-Game (B 16 15 3 3 1 2
Crowd (A) vs. Students (B) 11 10 3 3 6 7
Table4. Preference determination for each topic basedecigion of the top 10 retrieved
documents (p@10)
Number of Topics
A>B A=B A<B
P@10 Initial Query Initial Query Initial Query
Query | Refinement| Query Refinement | Query | Refinement
Human (A) vs. Machine (B) 11 12 8 7 1 1
Game (A) vs. Non-Game (B 1 4 9 6 10 10
Crowd (A) vs. Students (B) 5 6 7 7 8 7

In the previous section, we examined the effectsagh treatment across all 20 topics
as a single test. From Tables 3 and 4, we camabsieat when observing the best
approach per topic, the majority of topics weretlbesolved using human approaches
over machine approaches, which is consistent wathld 2. Likewise, we get a larger

number of topics favoring game approaches for @ee@recision, but more topics

favor non-games in an evaluation of p@10. Howether results show some interest-
ing contrasts in Tables 3 and 4 that are not appanelable 2. For example, human-

based approaches, we see that more topics favarale for average precision, but

this is reversed (albeit slightly) in our examioatiof p@10 on these topics.

6  Analysisand Discussion

Consistent with a number of earlier studies on \égfs, only four percent of queries

written by humans using the non-game approach tesedoperators, such as ‘AND’,

‘OR’ and ‘NOT". Although the instructions, exampleand help were made available
to users and instructed them on the advantagepraper use of these operators, we
believe the influence of Internet-based searchriigcies (that only require a set of
terms without operators) has likely influenced tiser's non-operator-based querying
technique. Humans supplied fewer terms, on avethge machine approaches (5.1
terms vs. 8.3 terms for initial query; 6.7 terms ¥5.6 terms for the query refine-

ment). Game participants supplied fewer terms timmgame participants (6.3 terms
for non-game vs. 3.4 terms for game in the inigjaéry; 7.2 terms vs. 4.6 terms for



the query refinement). Supplying more terms ditl mecessarily provide more pre-
cise results. We found that the average precisiothese 20 topics from machine-
based methods showed a better correlation withnin@ber of TREC assessor-
determined relevant documents than humans in ttial iquery (r=0.683, p<0.01) and
with the query refinement (r=0.614, p=0.04). Timay indicate that supplying more
terms work better when the pool of relevant docusés large, but this approach
does a poor job at finding relevant documents wiennumber of relevant docu-
ments is small.

From Table 3, we observe that game-based approaatrswell for achieving re-
sults with a higher mean average precision, butgame approaches worked better
for providing a higher precision in the top 10 i@ted documents. We also examined
p@20 and p@50 for these two interface types anddawon-game approaches con-
sistently provided better precision than game agghtes across the top set of docu-
ments retrieved. Game-based approaches may hpitalieed on the “fun” aspect in
the initial query, but this aspect may have enagedathe wrong type of terms to be
provided, increasing the non-relevant documentsénretrieved set. We found that
game-based approaches were best at retrievingdhe’ ‘televant documents missed
by other approaches. This pattern was also refliéict TREC-7 ad hoc results.

Three of the topics (369: “anorexia nervosa bulf&9: “mainstreaming”, and 388:
“organic soil enhancement”) did not have any reteé\dbcuments provided for any of
the treatments or our machine approach. Thesestdpid few TREC-assessed rele-
vant documents (13, 16, and 51 respectively); atuation of the user-supplied que-
ries indicates that few additional relevant terras these topics were provided by
users. For example, topic 379 “mainstreaming” dsksers to “identify documents
that discuss mainstreaming children with physicainental impairments”. This re-
quired unconventional knowledge of this topic. Eapics that were well-covered in
the mainstream media, e.g., topic 400: “identifg@oents which indicate measures
being taken by local South American authoritiepreserve the Amazon tropical rain
forest”, a variety of terms were supplied by usesulting in a much higher average
precision. The challenge of identifying query terto find relevant documents for
these three topics also occurred with nearly alETR ad hoc task participants.

7 Conclusion

Although query design, term expansion strategiesthods for reformulating term

weights etc., have been studied extensively, twemnesocio-technological develop-
ments — crowdsourcing and GWAP — have motivate@wa imvestigation of query

design research. In this paper, we conduct a stoidyvaluate different how these
developments may impact precision in initial queopnstruction and feedback-based
query refinement. Using identical retrieval algoms, this study examines how hu-
man-based query approaches compare with machimetHzproaches on 20 TREC
topics, concluding that human approaches providtehbenean average precision



(MAP) and precision in the top 10 retrieved docutegip@10), as compared with
machine approaches. We also compare MAP and p@rla fveb-based interface
and a game interface, discovering that game irdesfgprovide a higher MAP but
non-game interfaces provide a higher p@10. Thigirig likely has to do with the

engagement aspect of games affecting a user'sdkaige. For this reason, we be-
lieve the use of games in search techniques betieflexamination. Last, we exam-
ine how anonymous crowd-based participants compitie undergraduate students,
concluding no significant difference in MAP or p@fbd the 20 topics investigated.

Overall, we find approaches that encourage a largetber of terms in a query do not
necessarily provide a better MAP or p@10 perforreaparticularly when the num-
ber of relevant documents in the collection is treéy small. Topics that human
searchers were less familiar with had lower MAP a@10 results than those that
were more familiar to human searchers.

The research explored in this paper has uncovenee snteresting aspects of human
computation and search techniques that we havehyidfly covered. We anticipate
additional work to examine what aspects of gamesir@rove initial query and que-
ry refinement performance and look at how this banintegrated to make the user
experience in search more engaging and more aecutaitewise, we hope to exam-
ine techniques that integrate the crowd into a’'ssdwcument search process, and
how this might affect query performance.
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