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ABSTRACT
Companies such as Zappos.com and Amazon.com provide
financial incentives for newer employees to quit. The
premise is that workers who will accept this offer are
misaligned with their company culture, which will therefore
negatively affect quality over time. Could this pay-to-quit
incentive scheme align workers in online labor markets?
We conduct five empirical experiments evaluating different
pay-to-quit incentives with crowdworkers and evaluate their
effects on mean task accuracy, retention rate, and
improvement in mean task accuracy. We find that the
number of times a user is prompted for the inducement, the
type and frequency of performance feedback given to
participants, the type of incentive, as well as the amount
offered can help retain high-performing workers but
encourage poor-performing workers to quit early. When we
combine the best features from our experiments and
examine their aggregate effectiveness, mean task accuracy
is improved by 28.3%. Last, we also find that certain
demographics contribute to the effectiveness of pay-to-quit
incentives.
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INTRODUCTION
Online labor markets have facilitated the performance of
microtasks – concise, simple, and easily-defined tasks that
humans can perform well but computers cannot, such as
annotating images, performing relevance assessments, or
validating common sense facts. These labor markets have
demonstrated value, dramatically lowering costs, reducing
task completion times and, provided the task is well
explained and quality checks are in place, the results can be
of high quality. For these reasons, online labor markets,
such as Amazon Mechanical Turk (MTurk), have
proliferated, serving as matchmaker between task requester
and worker.

For centuries, economic theory has held that rational
workers will choose to improve their outcome in response
to incentives [22, 31]. Over the same period of time,
techniques to enhance worker motivation have been
discussed, such as in the writings of Industrial Age
philosophers Robert Owen and Jeremy Brentham, as well
as through experiments by behavioral psychologists such as
Frederick Herzberg and B.F. Skinner. More recently,
companies known for their service have using incentives
early on to separate employees motivated by personal
financial gain from those who are not, under the premise
that the former will not provide the same commitment to
corporate culture and  loyalty than the latter. Zappos.com, a
company regarded for its top-notch customer service, has
provided a pay-to-quit incentive of $4,000 to newly-hired
employees, called “The Offer” [21, 28]. This offer provides
an opportunity for newbies to quit with no questions asked.
However, this opportunity is rarely acted upon, with fewer
than three percent of new employees accepting the offer.
Other companies have offered similar incentives with
varying results. In May, 2012, start-up wine seller L18.com
offer employees pay-to-quit incentives of up to a month’s
salary with six of the company’s 85 employees taking the
offer [18]. Amazon also offers its employees $1,000 per
year of employment, up to $5,000, as a pay-to-quit
incentive [26]. In June 2014, Riot Games, maker of the
popular “League of Legends” game, announced it would
offer employees up to $25,000 to quit [3].http://dx.doi.org/10.1145/2675133.2675185
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Many researchers that have examined workplace
employment incentives have concluded they must work,
since they are still being offered and these offers have
expanded to new firms. This gives rise to some important
questions: Can these same pay-to-quit incentives be
structured for online labor markets to obtain similar
increases in productivity? Also, which motivational
techniques, such as financial incentives, can be used in
online labor markets to improve work quality?

The study of incentive schemes, particularly those that
attempt to discriminate between high-performing workers
and poorly-performing workers, has received scant
scholarly attention. Although there is a fair amount of
theoretical guidance in the literature, remarkably few
empirical studies have been conducted on incentive
schemes. We offer the following contributions. First, using
a game format, we conduct a series of experiments to see
what factors may induce poorly-performing crowdworkers
to quit before the end of the task, improving the mean
crowdworker accuracy. Second, borrowing from game
show design and established theories of economic behavior,
we introduce pay-to-quit inducements and observe if they
can encourage poorly-performing workers to withdraw
from the tasks early while retaining the high-performing
workers. This is the first empirical evaluation of the effects
of pay-to-quit incentive schemes in crowdsourcing tasks.
Third, as collaborative work continues its global expansion,
an understanding of the role of these incentive schemes
plays across demographics may influence how task
designers develop incentive schemes that increase task
quality. To this end, we examine worker demographics and
examine their role in the performance of incentive schemes.

This paper is organized as follows. In the next section, we
discuss the related work, background and motivation for
our study. We then develop our research questions and
explain our experimental design. Last, we discuss our
findings and conclude and indicate planned future work.
BACKGROUND AND MOTIVATION
In this section, we discuss some of the elements involved in
our work, and why they are important to our study.
Online Labor Markets
Online labor markets, such as MTurk, are crowdsourcing
platforms in which requesters list tasks called HITs or
“human intelligence tasks” along with the compensation to
be provided. The compensation is usually in the range of a
few cents per task. Individual workers (called
crowdworkers or simply workers) can then elect to perform
a task; upon completion workers are compensated by the
task requester. Requesters also may provide additional
incentives to workers in the form of a bonus payment.
Incentives
Under certain circumstances the provision of financial
incentives can undermine “intrinsic motivation” (e.g.
enjoyment, desire to help out), possibly leading to poor

outcomes [11, 16]. Locke [24], presented evidence that it is
not monetary incentives, time limits, or knowledge, but a
person’s intrinsic motivation (such as their goals and
intentions) that have the largest effect on task performance.
To this end, we examine the role of feedback in pay-to-quit
inducements.

In crowdsourcing, Mason and Watts examined financial
incentives on two MTurk tasks in [27]. They found that
greater financial incentives increase the quantity, but not
the quality, of work performed. The authors indicate this
could be due to the result of the “anchoring” effect, where
workers who were paid a small amount believed the value
of their work to be greater, and were less motivated to
produce quality than those doing it without compensation.
Shaw, Horton and Chen examined the role of incentives on
non-expert raters using controlled experiments on MTurk in
[33]. They evaluated 14 incentive schemes designed to
increase mean task accuracy. Two of these incentive
structures significantly improved results. We use
information from their study design as a foundation for our
own experiments, expanding the number of treatment
options on their “punish-agreement” incentive scheme.
Harris examined various types of financial incentives (only
positive, only negative, or both positive and negative
incentives with MTurk in a resume evaluation task finding
the hybrid scheme outperformed the other incentive
schemes [14].
Risk Attitude
According to economic theory, risk attitude plays an
essential role in evaluating incentives under uncertainty.
Several studies provide insight on people’s view of risk.
Kahneman and Tversky investigated how risk is evaluated
by people in decision-making events [20]. They found that
people prefer avoiding losses to acquiring gains by a factor
of nearly two-to-one. Recent studies by others have shown
loss aversion does not occur as frequently as previously
thought. Gal illustrated that loss aversion phenomena are
more likely to result from inertia than from loss/gain
asymmetry, but found that loss aversion may be more
salient when people are in a competition [9]. Gil and
Prowse [10] demonstrated that people are loss averse in a
competitive environment that involves real effort. Holt and
Laury examined risk aversion and the effects of incentives
and found that when the payout was tangible (i.e., paid in
cash), people became more risk averse [17]. Others have
investigated risk and loss aversion in game show
environments. Hartley et. al. and [15] Lam et. al. [23]
examined risk attitude on the popular game show “Who
Wants to Be a Millionaire.”  Each discovered that risk
aversion is affected by the scale of the financial incentive at
risk as well as the probability of success. We note that game
show design typically involves a rapid increase in task
difficulty as the game proceeds, making the amplified risk
apparent to the player through various clues. Traditional
online labor market task design, on the other hand, rarely
provides an increasing level of difficulty or reward to the
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worker; however, as a worker proceeds through a set of
tasks, their effects on task quality become magnified for the
requester.
Pay-to-Quit Inducement Amounts
In the literature, most discussion regarding pay-to-quit
inducements (also called reservation or walk-away
amounts) comes from negotiation theory and game show
risk attitude studies. Van Puocke and Beulens explain in
[34] that a reserve amount is an indifference point where a
negotiator should be indifferent between accepting the offer
or ending the negotiation (i.e., accepting the walk away
amount). It therefore represents the lowest outcome a
negotiator is willing to accept. In this paper, we regard the
pay-to-quit incentive as the compensation offered to a
worker if they choose to quit before the completion of the
task. This amount is typically a percentage of the
cumulative pay + bonus earned by that worker. Since the
inducement represents “certain compensation,” the amount
should be set so that highly-performing workers would be
better off refusing the inducement and continuing with the
task, while poorly-performing workers would be better off
accepting it and quitting the task early.
RESEARCH QUESTIONS
Our objective in this study is to evaluate pay-to-quit
incentives in online labor markets and evaluate how they
affect non-expert worker quality. Specifically, we examine
the following five research questions.

1. Does performance improve if participants are given
explicit windows in which they can accept the pay-to-
quit incentive, as Amazon.com does, or is permitting
the right to leave with an incentive at any time the
better approach?  If explicit windows are the better
choice, how many should be offered?

2. Understanding the participant’s choice to keep playing
or to take a pay-to-quit incentive involves rational
decision-making, which works best with performance
feedback. How frequent should this feedback be
provided in order to discriminate the two groups?
Does the information provided need to be truthful?

3. When requesters list a task on an online labor market,
they often seek to maximize worker quality (with time
and cost also being considerations). How should
incentive bonus schemes be structured so that we only
retain the highest-performing workers? Should it be
additive (start with zero bonus and add to it for each
successive correct answer) or subtractive (start with a
large bonus and deduct for each incorrect answer)?

4. What amount should the bonus be to induce the poorly
performing participants to quit but not the highly-
performing participants?

5. Are there certain demographics that are more
responsive to pay-to-quit incentives than others?

EXPERIMENTAL DESIGN

Beat the Clock or Walk
To evaluate the role of incentive structure in mean task
accuracy, we used a game, “Beat the Clock, or Walk”
(abbreviated BTCOW). In relevance assessment tasks,
games have shown the ability to provide quality inputs with
less spam and at lower cost than crowdsourcing [8]. Games
with a purpose (GWAP) are often designed for repetitive
tasks such as labeling images [35] or evaluating common
sense facts [36]. Perhaps most importantly, the game format
allows us to dynamically evaluate different bonus
incentives with the crowd that would be difficult to
accomplish through a standard crowdsourcing platform.

In each round of BTCOW, a worker is presented with an
image or short movie description, along with five potential
movie titles, with only one being a correct choice. The
player (worker) is instructed to select the best choice.
Figure 1 displays a screenshot from the BTCOW game.

Figure 1. A screenshot from the BTCOW game

Participant Assignments
We recruited 1200 participants from MTurk. Experiments 1
through 4 used 60 participants for the control group and 60
for each treatment (some experiments have multiple
treatments).  Experiment 5, which applied the best features
from each experiment against a baseline, used 120
participants for the baseline and 120 for the treatment
group.

Participants were randomly assigned to a control condition
or one of several treatment conditions. The same thirty
questions and the answer choices for each question were
randomly assigned to each user to avoid question order and
position bias (each question is considered a round; all thirty
questions comprise the task). Participants could only play
the BTCOW game once; our game logged the MTurk User
ID and the IP address of each participant. Only the
participant’s first attempt was evaluated; any suspected
duplicate efforts were removed from our study and the task
was relisted for other participants.
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For each of the 30 rounds, workers have 15 seconds to
make a selection. Three consecutive non-selections indicate
abandonment of the game, this occurred in 116 (9.6%) of
games played; when this occurred, the participant is
considered to have withdrawn from the task, the data was
not used, and the task was relisted. This time limit is
provided to enhance flow, a concept introduced by
Csikszentmihalyi [5] to describe the delicate balance
between anxiety (due to a task that is too difficult) and
boredom (due to a task that is too easy). In an earlier pilot
task, we found that 80 percent of participants could make a
comparable selection within 15 seconds. We believe that
this, coupled with the financial incentive offered in the
game, provide a sufficient ongoing balance of flow to a
majority of participants. There is also an additional benefit
to imposing a time limit: In the game, descriptions of
movies are provided and participants must select the movie
title to match the description; providing a time limit
restricts the ability to do external searches and thus limits
the ability for participants to cheat.

Participants were compensated $0.30 for completing the
task and answering the pre- and post-task surveys. This
represents $0.01 per question – a typical compensation
offered on MTurk for this level of effort. The amounts that
are under risk ($0.30) are minimal, but as Gal and Prowe
pointed out in [10], people in a competitive situation where
payments are tangible (i.e., in cash) often make decisions
without carefully considering the magnitude of their losses.
We found our participants made decisions within the game
that showed effort beyond the amount of money under risk.
Performance Measurements
Mean accuracy is the most appropriate quality indicator for
this task; we therefore measure mean accuracy across the k
participants for each treatment as follows.=
In order to evaluate the effects of removing those
participants who accept our pay-to-quit incentive offer, we
provide two different calculations for mean accuracy; one
in which answers selected by participants accepting the
incentive are removed, another where they are not removed.
Answers selected by participants who withdraw from the
game, but do not accept the offered incentive, are not
considered.

The task was designed to be challenging to differentiate
performance levels between participants. In order to
evaluate the number of participants that complete the entire
task, we also evaluate the retention rate, which is the
percentage of participants who answer each question. Last,
we look at the gain in mean accuracy between those that
accept the pay-to-quit incentive and those that complete the
task. A larger difference indicates the feature being tested is
more effective to separate the two groups.

Demographic Survey of Participants
A brief survey of all participants was conducted, asking
questions about gender, country of residence, income,
experience with games, and if crowdsourcing was their
primary source of income. Of the 1200 workers
participating in our main study, all provided this
information. Once the game was completed participants
were given a three-question survey on the player’s game
experience. A total of 1153 workers provided this
information. We asked if the time given to answer questions
was sufficient, if the task was challenging enough, and for
those players that chose to leave before the game’s
completion, we asked their reasons for doing so.
EXPERIMENTS
We conduct a series of four sequential experiments to
evaluate our research questions, using the outputs of the
earlier experiments as inputs to the later experiments.
Experiment 1 –The Role of Explicit Pay-to-Quit Offers
All participants are able to quit the task at any time;
however, they are only able to receive $0.01 per question if
they leave when prompted by the game. How many pay-to-
quit windows are appropriate? The number of windows is
likely to affect flow; too many would be a distraction to the
task’s objective, too few would have participants finish the
task that otherwise may be in their best interest to quit.
Therefore, we want to determine how many were
appropriate in a thirty-question task.

Participants (N=240, Female = 48%) were randomly
assigned to either a control group (N = 60) or to one of
three treatment groups (N = 60 each). The control group
was provided a message before the task began indicating
they could quit at any time and receive the $0.01 per
question, but did not provide any prompts during the task.

Figure 2. A screenshot of the pay-to-quit pop-up window,
displaying the information participants see.

The first treatment group was provided a pop-up window
after the 15th question (i.e., half-way through the task),
requiring the participant to either accept or refuse the offer

(1)
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in order to proceed (see Figure 2 for a screenshot of the
pay-to-quit incentive pop-up). The second treatment group
was provided the same pop-up at one-third and two-thirds
through the task (i.e., after the 10th and 20th questions). The
third treatment group was offered an identical pop-up after
the 7th, 14th and 21st questions. There was no time limit to
accept/decline the pay-to-quit incentive. This addresses our
first research question.
Experiment 2 – The Role of Performance Feedback
Participants (N =300, Female = 45%) are randomly
assigned to a control group or one of four treatment groups.
The control group is only provided feedback at the end of
the task. Feedback consisted of the number of questions the
participant got correct and the average number correctly
chosen for all participants. Treatment group 1 is provided
feedback during two pop-ups (after the 10th and 20th

questions) and asked if they wanted to quit and receive an
incentive. Treatment group 2 is accurately provided
feedback after responding to each of the 30 questions.
Treatment group 3 is provided correct feedback on the
number correctly answered, but told they outperformed the
average, regardless of their true performance, during two
pay-to-quit pop-ups. Treatment group 4 is provided the
opposite of Treatment group 3; they are told their
performance was worse than the average, regardless of their
true performance. This addresses our second research
question.
Experiment 3 – The Role of Incentive Type
Participants (N = 180, Female = 47%) were randomly
assigned into a control group or one of two treatment
groups. The control group was not provided any additional
pay-to-quit incentive, but at two pay-to-quit windows
during the game, they are offered $0.01 for every question
answered. Treatment group 1, modeled after Amazon.com’s
pay-to-quit incentive, is offered an increasing incentive
during the two pay-to-quit windows; they are told that they
would receive $0.01 per question answered plus $0.01 per
question they got correct. Treatment group 2 is offered a
decreasing incentive during the two pay-to-quit windows;
they are offered n cents, with n defined as:= ∗ (30 + # − # ) (2)

where the magnitude constant, c, is 0.5 for this experiment.
We believe this decreasing incentive will induce
participants to quit early if they initially perform poorly.
This addresses our third research question.
Experiment 4 – The Role of Incentive Size
Participants (N = 240, Female = 44%) are randomly
assigned to a control group or one of three treatment
groups. The control group is provided with $0.01 per
question answered and no additional incentive. Treatment
group 1 is offered a smaller decreasing incentive (i.e., c in
Equation 2 is set to 0.5) in the two pay-to-quit pop-up
windows that appear after the 10th and the 20th questions).
Treatment group 2 is offered a moderate decreasing

incentive (i.e., c = 0.75). Treatment group 3 is offered a
larger decreasing incentive (i.e., c = 1). This addresses our
fourth research question.
Experiment 5 – Putting it All Together
In this last experiment, we take the best strategies from
each experiment and combine them into a single “best”
strategy, and run them against a control group. The control
group allows participants can quit at any time and receive
payment of $0.01for each question attempted, but no other
incentives are offered.
RESULTS AND DISCUSSION

Experiment 1 – The Role of Explicit Pay-to-Quit Offers
Mean accuracy for the control group and each of our 3
treatment groups is reported in Table 1. The mean and
standard deviation for mean accuracy for all participants
(the answers for quitters are not removed), for finishers
(only those not taking the pay-to-quit incentives are
included; the answers for quitters are removed), and for
quitters is provided. A bolded mean value indicates the
difference from the control group is statistically significant
at p<0.05.

A two-tailed independent samples t-test was used to
evaluate the effects of the number of prompts on mean
accuracy. There was a significant difference between our
control group at the p<0.05 level for the two-prompt
condition, t(118) = 2.138 , p = 0.0346, for the finishers,
t(91) = 3.100, p = 0.0024, for the quitters, t(25) = 2.426, p =
0.0168. Cohen’s d was 0.41, 0.63, and 0.51 for these three
values, respectively, which indicates a moderate effect size.
None of the other treatment groups provided a significant
difference from the control group for mean accuracy.
Table 1. Mean accuracy and standard deviations for the control
group (N=60) and three treatment groups (each N=60), each
offering a different number of inducement prompts.

Group
Control 1 Prompt 2 Prompts 3 Prompts

M SD M SD M SD M SD
All .647 .175 .631 .187 .708 .135 .612 .165
Finishers .653 .171 .639 .193 .738 .126 .610 .178
Quitters .645 .194 .597 .164 .575 .111 .619 .095

In the control group, as well as in the three-prompt
treatment, there was little difference between the mean
accuracy for the participants that chose to accept the pay-to-
quit incentive and those that refused it. This is surprising, as
the rational choice for most high-performing participants
would be to continue. There is a slight difference for the
single-prompt treatment and a significant difference in the
two-prompt treatment. In the single-prompt case, even the
high-performing participants could obtain payment for half
their work (since they were halfway through the task when
the prompt appears) if they are risk-averse. In the three-
prompt treatment, our data shows many of the poorly-
performing participants did not take any of the three offers,
even though they were consistently underperforming from
the beginning. Having multiple opportunities to quit may
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downplay their significance more than if only one or two
opportunities are offered. This indicates that of the four
models explored, the two-prompt model appears to be the
best at discriminating the highly-performing and the poor-
performing participant groups.

Although Table 1 indicates how using two-prompt
treatment is significantly better for both finishers and
quitters than the control group, we are more interested to
see if we can discriminate between the two cases; that is,
see a large non-overlapping difference between the
finishers and quitters in our treatment group. If the task
finishers and task quitter groups are very distinct, it
indicates that particular treatment is helpful for raising
mean accuracy, since we can eliminate the results from the
group with lower mean accuracy. Figure 3 illustrates the
differences between the finishers (F) and quitters (Q) for
the control and the two-prompt treatment groups. In both
cases, as expected, the finishers outperform the quitters.
Additionally, the amount of overlap between the two
unshaded boxplots on the right (representing the two-
prompt model) is smaller than the overlap between the two
shaded ones on the left (representing the control group).
This visually indicates our two-prompt treatment is
effective to retain the better performers while eliminating
the poorer performers.

Figure 3. Box-plot comparison of mean accuracy between the
control (light blue) and two-prompt group (unshaded)

We also examined the retention rate. Overall, our four
groups for this experiment averaged a 79% retention rate,
with the control group obtaining a 77% retention rate, and
treatment groups 1 2, and 3 obtaining retention rates of
82%, 78% and 80% respectively. This consistency across
groups indicates that as we offer a greater frequency of pay-
to-quit incentive prompts, it does not encourage more
participants to quit.

The gain in mean accuracy for the finishers as compared
with all participants was -1.9%, 2.3%, 2.4% and 0.7% for
our control group and each of our three treatment groups,
respectively. Thus, the second treatment group, offering
two prompts to accept the pay-to-quit incentive, provides
the best discrimination power, with the one-prompt

treatment group closely following. The control group
actually eliminated its better-performing participants before
the end of the game, lowering the overall mean accuracy
score. We note going forward that the two-prompt
treatment group with its higher mean accuracy scores, and
better discriminatory power, is the best of these choices.
Experiment 2 – The Role of Performance Feedback
We report the mean accuracy for the control group and each
of our 5 treatment groups in Tables 2 and 3. In each table,
we report the mean and standard deviation for mean
accuracy for all participants, for finishers and for quitters.

In Table 2, we compare the mean accuracy for those in the
control group (where feedback is provided only once at the
end of the task), Treatment group 1, where it is reported at
the end of each question, and those in Treatment group 2,
where feedback is reported thrice (after the 10th question,
the 20th question, and at the end of the game). A bolded
mean value indicates the difference from the control group
is statistically significant at p<0.05. Boxplots to illustrate
the differences between groups shown in Figure 4
Table 2. Mean accuracy and standard deviations for the control
group (N=60) and two treatment groups (N=60), each offering a
different frequency of feedback to the participant.

Group
Control Each Round Each Prompt

M SD M SD M SD
All .629 .159 .649 .176 .686 .153
Finishers .636 .157 .668 .177 .712 .151
Quitters .603 .167 .583 .171 .559 .159

A two-tailed independent samples t-test was used to
evaluate the effects of the feedback frequency on mean
accuracy. There was a significant difference between our
control group at the p<0.05 level for the providing feedback
at each pay-to-quit prompt condition for all participants,
t(118) = 2.001, p = 0.0477 and for the finishers, , t(96) =
2.631, p = 0.0096. Cohen’s d for these values were 0.37 and
0.49, respectively, indicating a moderate effect size. None
of the other values provided a significant difference from
the control group for mean accuracy.

Figure 4. Box-plot comparison of mean accuracy between the
control (light blue) and feedback after each prompt (unshaded).
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The retention rate varied only slightly between the three
treatment groups, with the accurate, feedback each round,
and feedback each prompt treatment groups retaining 77%,
77%, and 73% respectively. The gain in mean accuracy for
the finishers as compared with all participants was 0.9%,
2.3%, and 3.1% for each of our three treatment groups,
respectively. The treatment the largest discrimination power
is the feedback at each prompt treatment. We carry this
forward to the next part of Experiment 2.

In Table 3, we evaluate the effects of feedback on relative
performance on a participant’s choice to accept a pay-to-
quit incentive during two pay-to-quit prompts. We compare
the group in which they are given an accurate indication of
performance (Treatment group 2), those told that they are
outperforming the group average (Treatment group 3) and
those that are told they are underperforming the group
average (Treatment group 4). A bolded mean value
indicates the difference from Treatment group 2 is
statistically significant at p<0.05.
Table 3. Mean accuracy and standard deviations for three
treatment groups (each N=60), each providing a different feedback
message during the pay-to-quit incentive prompt.

Group
Accurate Outperform Underperform

M SD M SD M SD
All .658 .153 .717 .157 .627 .151
Finishers .712 .151 .727 .155 .695 .155
Quitters .559 .159 .698 .167 .502 .143

A two-tailed independent samples t-test was used to
evaluate the effects of the feedback type given to
participants on mean accuracy. There was a significant
difference between Treatment group 2, which provided
accurate feedback, at the p<0.05 level for the outperform
condition for all participants, t(118) = 2.08 , p = 0.039, and
for those that chose to accept our pay-to-quit incentive,
t(23) = 2.37 , p = 0.025. Cohen’s d was 0.37 (a moderate
effect) and 0.85 (a strong effect), for all participants and the
quitters, respectively. None of the other treatment groups
provided a significant difference in mean accuracy from
Treatment group 2.

In Figure 5, we compare the finishers and quitters for those
who receive accurate reporting of their performance
(Treatment group 2) with those who are told they are
outperforming the group average (Treatment group 3).  The
distinction between finishers and quitters is clear in both
models, but more pronounced for Treatment group 3.

The retention rate varied between more these treatment
groups than any other, with the accurate, outperform and
underperform groups retaining 73%, 85%, and 65%
respectively. This is a bit surprising, since all participants
are paid based on their own performance, regardless of how
they perform relative to other participants.

Figure 5. Box-plot comparison of mean accuracy between those
accurately reporting task performance (light blue) and those told
they are outperforming the group average (unshaded).

The difference between the mean accuracy for finishers and
all participants was 5%, 1%, and 7% for each of our three
treatment groups, respectively. Thus, the treatment the
largest discrimination power is the under-encouraging
treatment, with the policy of accurately providing feedback
close behind. The 1% gain by providing over-encouraging
feedback does not persuade the best performers to improve
their performance any further, but the 7% gain by the
underperforming feedback group weeds out many of the
poorly-performing participants, leaving many of the
stronger participants to complete the task.
Experiment 3 – The Role of Incentive Type
Mean accuracy for the control group and our two treatment
groups is reported in Table 4. A bolded mean value
indicates the difference from the control group is
statistically significant at p<0.05.
Table 4. Mean accuracy and standard deviations for a control
group (N=60) and two treatment groups (each N=60), each
offering a different incentive type.

Group
Control Increasing Decreasing

M SD M SD M SD
All .648 .156 .682 .171 .653 .151
Finishers .656 .152 .707 .172 .699 .149
Quitters .618 .170 .573 .164 .525 .158

A two-tailed independent samples t-test was used to
evaluate the effects of the frequency of feedback on mean
accuracy. There were no a significant differences between
our control group and the treatment groups at p<0.05.
Neither the increasing nor the decreasing incentive types
were significant, therefore we do not provide a box-plot
comparison.

The retention rates for this experiment were 78%, 82%, and
72% for the control, increasing and decreasing incentives,
respectively. This indicates that a greater number of
participants (28%) chose to take the pay-to-quit incentive
for the decreasing incentive, which we believe demonstrates
its effectiveness.
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The gain in mean accuracy for the finishers as compared
with all participants was 0.8%, 2.5%, and 4.9% for the
control group and two treatment groups, respectively. Thus,
the decreasing incentive is the treatment with the largest
discrimination power. Overall, the decreasing incentive is
the most valuable to us, and therefore we use it in
Experiments 4 and 5.
Experiment 4 – The Role of Incentive Size
Mean accuracy for the control group and our three
treatment groups, which use a different value of our
magnitude constant, c, to set our decreasing incentives, is
reported in Table 5. Bolded mean values indicate the
difference from the control group is significant at p<0.05.

A two-tailed independent samples t-test was used to
evaluate the effects of the frequency of feedback on mean
accuracy. There was a significant difference between our
control group and finishers given the medium incentive,
t(91) = 2.181 , p = 0.032 and between our control group and
finishers given the larger incentive, , t(94) = 2.366 , p =
0.020, at the p<0.05 confidence level. Cohen’s d was 0.57
and 0.63, respectively, indicating a moderate effect size.
None of the other values provided a significant difference
from the control group for mean accuracy.
Table 5. Mean accuracy and standard deviations for the control
group (N=60) and two treatment groups, (each N=60), each
offering a different incentive size.

Group
Control Small (0.5) Med (0.75) Large (1.0)

M SD M SD M SD M SD
All .649 .154 .673 .159 .679 .141 .681 .139
Finishers .651 .156 .691 .161 .719 .144 .722 .138
Quitters .621 .146 .599 .149 .568 .131 .569 .142

In Figure 6, we look at the quitters and finishers for the
control group, medium-sized incentive, and large incentive.
We see that the medium-sized and large incentives have the
best discriminatory power between finishers and quitters,
with the large incentive treatment being slightly better.

The retention rate varied between more these treatment
groups than any other, with the control, small incentive,
medium incentive, and large incentive groups retaining
78%, 80%, 73% and 68% respectively. The gain in mean
accuracy for the finishers as compared with all participants
was 0.8%, 1.8%, 4.0% and 4.1% for these groups,
respectively. Thus, the treatment with the largest
discrimination power is the large incentive treatment, with
the medium incentive treatment very close behind. The
medium incentive, with nearly the same metrics as the large
incentive, but it provides a higher retention rate and a lower
cost; therefore it slightly edges out the larger incentive as
the best treatment.

Figure 6. Box-plot comparison of mean accuracy between our
control group (shaded light blue, on left), those offered a medium-
sized incentive (unshaded, center), and those offered a large
incentive (shaded orange, right).

Experiment 5 – Putting it All Together
Next, we compare the performance of our best model,
which uses two pay-to-quit incentive prompts after the 10th

and 20th questions, provides accurate feedback on
performance during the prompt, and provides a decreasing
incentive with the magnitude constant, c, at the moderate
value of 0.75. For this experiment, we doubled the number
of participants to 240. Participants were randomly assigned
to the control group (N=120, Female = 46%) or the best
strategy group (N=120, Female = 45%).

Mean accuracy for the control group and our treatment
group is reported in Table 6. A bolded mean value indicates
the difference from the control group is statistically
significant at p<0.05.

A two-tailed independent samples t-test was used to
evaluate the effects of the number of prompts on mean
accuracy. There was a significant difference between our
control group at the p<0.05 level for the two-prompt
condition, t(238) = 2.773 , p = 0.006, for finishers, t(196) =
3.791, p = 0.002. Cohen’s d was 0.41 and 0.51 for these two
values, respectively, which indicates a moderate effect size.
None of the other treatment groups provided a significant
difference from the control group for mean accuracy.

Table 6. Mean accuracy and standard deviations comparing a
control group (N=120) and a treatment group (N=120) comprised
of the best strategies from Experiments 1 through 4

Group
Control Single Best Strategy

M SD M SD
All .637 .146 .687 .133
Finishers .642 .145 .717 .133
Quitters .618 .151 .578 .131

The retention rates for our control group and our best model
were 78% and 73%, respectively. This indicates that more
than a quarter of our participants (27%) chose to take the
pay-to-quit incentive for the decreasing incentive, which we
believe demonstrates its effectiveness.
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The mean accuracy gain for the finishers as compared with
all participants was 0.5% and 3.0% for the control group
and the treatment group, respectively. Comparing the
finishers of our best model compared with all users in the
control group, a baseline representing a typical
crowdsourcing study design is 8.0%, or a 28.3% gain in
mean accuracy. Since it is highly unusual for
crowdsourcing tasks to offer any incentives to quit early,
we feel that comparing the finishers with our best
treatments applied with all participants in the baseline
represents an appropriate comparison.

Figure 7 shows box-plots for All (A), task finishers (F) and
task quitters (Q) for the “Control” baseline group (shown in
light blue shading) and the combination of treatments
shown to provide the “Best” performance in Experiments 1-
4 (shown in white).  The distinction between the finishers
and quitters is greatest in the “Best” model – this
discrimination allows us to improve our score by comparing
the “Best (F)” model with the “Control (A)” model
resulting in the 28.3% reported earlier.

Figure 7. Box-plot comparison of mean accuracy between our
baseline (Control) and the combination of treatments from
Experiments 1 to 4 that provided the best performance (Best).

We also captured the time taken to answer each question.
Based on the sunk cost fallacy, more time taken per
question may suggest a greater investment in the process
and therefore a greater commitment to the task. Conversely,
just as with those employed by companies such as
Amazon.com or Zappos.com, participants who rushed
through the game may be enticed by some easy money to
quit early. Thus, we wanted to see if participants who took
more time per question were more likely to stay in the
game. There was a significant positive correlation between
average time taken per question and retention, r(1200) =
+0.489, p < .001. This correlation indicates that participants
who took more time to answer each question, on average,
were more likely to refuse the offer to quit the game when
provided with the pay-to-quit offer.
The Role of Demographics
We examined the demographic information reported in the
1200 pre-task and 1153 post-task surveys to see if any
incentive-related patterns existed. We found that females,
who comprised 46% of our study participants overall, were

significantly more risk averse, accepting the pay-to-quit
incentives in far greater frequency than men, despite
providing nearly the same overall mean accuracy (two-
tailed t-test, p<0.001). This may indicate that females are
more sensitive to opportunity costs, or it may also indicate
greater risk-aversion, as a number of other studies indicate
(e.g., [6, 19, 32]). Likewise, Indian and “other South Asian”
residents (together comprising 36% of our participants)
were more likely to accept the pay-to-quit incentive than
residents of other countries or regions (two-tailed t-test, p =
0.012), which implies the same aversion to risk [2] or
awareness of greater opportunity cost of completing the
entire task.

Workers who played games more than 5 hours per week
(19% of participants), were significantly less likely to take
the reserve bonus than those reporting fewer hours of
gaming, even when they were performing poorly (two-
tailed t-test, p<0.001). This may indicate a greater focus on
the game’s entertainment value than on the bonus, or it may
be due to issues such as cognitive bias – experienced by
people who begin to lose at a slot machine gambling and
make an irrational attempt to win back their initial
investment [12, 37]. Participants who relied on
crowdsourcing as their primary source of income were less
likely to take the reserve bonus than those who did not
(two-tailed t-test, p = 0.024). Interestingly, workers in the
highest reported income band (exceeding $40K per year)
were more likely to take the reserve bonus than those whose
reported income was in the lowest band (less than $10K
year) (two-tailed t-test, p = 0.017). While we expect people
to be risk-neutral when relatively small amounts of money
are involved, this difference may be due to factors such as
greater opportunity cost, competitiveness, or the
entertainment value of the game itself.
ANALYSIS
Many of the experiments conducted here examine a few
features of a single game for a small amount of
compensation. Therefore, it would seem that the
implications for pay-to-quit incentives are limited.
However, as Experiment 5 illustrates, the value of proper
design of incentives can encourage the high-performers to
complete the task while encouraging the poor-performing
participants to accept an inducement to quit early and is
backed up by other research, e.g. [13]. We believe that
applying these techniques on a larger scale, with more at
risk for participants, is likely to magnify the effects of these
treatments.

In Experiment 1, we note that two prompts appear to be the
optimal number to offer for our thirty-question task. In
Experiment 2, we identify that feedback at the time of a
pay-to-quit incentive is important to the decision maker –
and the relative performance matters as much as the
absolute performance in the decision to accept the pay-to-
quit incentive. In the short-term, we note that telling
participants they are underperforming (e.g, performing
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worse than their peers) will help to discriminate the better
performing workers from the poorly-performing ones.
When a worker is aware they are underperforming, it
normally can be rationally explained; when others mention
it, it impacts the decision to continue with work. In the
long-term, however, people are likely to be aware of the
performance of others and the underperformance message
is unlikely to carry as much weight. In an anonymous work
environment, such as an online labor market, this façade is
more difficult for workers to verify.

Experiment 3 illustrates the importance of designing the
incentives so poorly-performing workers have a better
incentive to leave. We note, however, that the decreasing
incentive model that performed well in this study could be
reverse engineered by workers over time, and a new model
would need to be introduced. However, the underlying idea
of providing enough compensation for the poorer
performers to leave remains the same.

Many of the incentives we offered, including the large
incentive in Experiment 4, produced a range of possible
pay-to-quit incentives between $0.20 and $0.30 at the first
prompt, and between $0.10 and $0.30 at the second prompt.
The poorest-performing participants were offered larger
incentives. Since all participants are aware the entire task is
worth at most $0.30, and a poorly-performing participant
who has played two-thirds of the game has a good idea of
the maximum compensation they could receive at the
game’s conclusion, why wouldn’t they take an incentive
that provides a greater income than continuing to play?

Based on the feedback provided in the 1,153 completed
post-hoc surveys, a few explanations come to mind. First,
cognitive overload, often a problem in game design, could
obfuscate the decision to be made at the prompt during a
game designed to induce a stressful environment. Second,
the participant may be less interested in the compensation
than participating in the task. Third, because of the
perception of a limited downside to the task, they could
continue to play without giving the pay-to-quit incentive
serious consideration. Fourth, it could be due to self-
selection; the people who would benefit from the incentive
are risk-seekers and want to continue to take a risk instead
of take the “safe” incentive.

Each of these has important considerations for pay-to-quit
inducements in online labor markets. First, because tasks in
online labor markets are often simply designed and are
known to serve as experimental test-beds for deception
studies and other information gathering studies, participants
may not consider an incentive to quit to be valid. They may
rush through the prompt without giving it careful thought.
This is backed up by studies on crowdsourcing that
indicates even the most basic quality checks are frequently
overlooked by workers [7]. Second, when tasks are
designed as a game and advertised in online labor markets,
the task requesters are looking for people to participate
more than once, since more work is accomplished at no

additional cost. The value of actual compensation offered
then becomes secondary to task enjoyment [8]. This draws
a certain type of worker, which is not representative of
crowdworkers overall. It also has parallels to job-related
employment in the real world.

Third, microtasks, through their anonymity, are often
thought of as “disposable work”, with little expectation for
worker and requester to continue to work together in the
future. Last, the type of people who are looking for work on
MTurk may be more risk-seeking than the population as a
whole [4, 30], affecting their decision to take an incentive
to quit a task early. This type of risk-seeking behavior as a
response to a run of bad luck has been studied in stock
markets [25, 29] and in game shows [1], where frequently
people make decisions that may seem irrational to others.

One may wonder if the better-performers are discouraged
by being excluded from receiving pay-to-quit rewards. We
believe this is not the case; the incentives offered by these
firms as attempts to signal to customers, employees, and
investors that top-notch customer service and dedicated
employees are an essential part of their enterprise that is
worth a sum of money to protect.  This increases the
likelihood that the better performers will see themselves as
part of an exclusive group, which in turn will likely
encourage them to maintain high performance. Similarly,
the few hiring mistakes these companies make are corrected
as early as possible, limiting any potential long-term
negative effects. On a smaller scale, these same qualities
are valuable to task requesters in online labor markets as
well for many of the same reasons.
Implications for Collaborative Work
Incentive schemes, when properly designed and applied,
can provide an important role in aligning the goals of
workers and requesters alike. However, in our study, we
demonstrate that not all incentive schemes can improve
performance as expected. Most notably, a pay-to-quit
incentive does not always discriminate between those that
rationally should quit early and those that rationally should
continue with the task. However, by taking steps to identify
the features most relevant to the online labor market pool,
we can discriminate between the high-performing and poor
performing workers as companies like Zappos.com,
Amazon.com and L18 have attempted to do.

Some workers continued with the task even though the
most rational option would have been to quit and accept the
incentive. Their reluctance to quit may be due to the
“pseudo-certainty” effect, where people overestimate the
likelihood of an uncertain event (in our case, obtaining
more compensation at the game’s conclusion).

In more diverse collaborative groups, an understanding of
the group’s collective view on risk may provide information
on the most effective incentive to offer workers. Even in
simple tasks with little at stake, such as with multiple-
choice questions with the possible reward of $0.30, workers
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tend to demonstrate either risk-seeking or risk-averse
behavior. We believe that future designers of
crowdsourcing tasks will need to incorporate protocols that
will be more complex, involve a more diverse set of
workers with different attitudes and motivations towards
work, and encompass incentives that are far more complex
than are currently offered.
CONCLUSION
Companies known for hiring the best people, such as
Zappos.com, have implemented pay-to-quit incentives to
best align work attitudes towards corporate objectives.
These companies have found that these incentives help
enhance the corporate culture and increase productivity. In
this study, we have observed the effects of different types
of incentives on worker mean task accuracy through a
game.

Through a series of five experiments, we examined
different aspects of pay-to-quit incentive schemes in online
labor markets. The first evaluated the frequency workers
should be prompted with the pay-to-quit incentive and
found that making offers every 10 questions (approximately
every 5 minutes) appears to be correct in a 30-question task.
The second experiment examined the amount of feedback
to provide, and found that providing feedback at the time of
the incentive offer worked best. This experiment also
demonstrated that feedback on relative performance did
matter, with poorly-performing workers who were told that
they were underperforming accepted the incentive more
often than groups that were provided accurate information
or told that they were outperforming other workers.

The third experiment looked at incentive types based on
performance, one providing incentives that increased based
on performance and one that offered incentives that
decreased based on performance. The latter provided the
best incentives for the poorly performing workers to leave.
Our fourth experiment looked at the size of the incentive,
finding that the size of the incentive matters, but there is
little difference between a moderately-sized incentive and a
larger one. In our fifth experiment, we sought to validate
our findings. We took the best strategies uncovered from
each of the four earlier experiments and ran this experiment
with a control group. The workers we retained provided an
increase in mean task accuracy of 28.3% over the mean
accuracy of all workers in our control group. We believe
this represents a true measure of performance improvement
over a task without the pay-to-quit incentives.

Given the increasingly multi-national scope of collaborative
work, an understanding the worker pool demographics is
essential. Examining our worker demographics, we observe
that females, South Asian residents and people earning
higher wages are more likely than other groups to accept
the pay-to-quit incentive when offered, possibly indicating
greater risk aversion or greater opportunity cost for their
time. People who play games regularly, who depend on
income from crowdsourcing, and workers in the lowest

income band are less likely to accept the reserve bonus. Our
results indicate that certain demographics may be more risk
averse than other groups, and this can be explored through
additional analysis.

One limitation to this study is we have only examined
financial incentives. A number of studies, including the
aforementioned one by Locke [21] have shown that
financial incentives are less important to workers than other
types of incentives, such as recognition of effort or
achievement. This is particularly true in collaborative work
environments. Financial incentives, coupled with other
incentive types, are likely to further improve performance
in collaborative environments.

To this end, we believe that this pay-to-quit incentive model
can also be applied to non-financially rewarding
crowdsourcing works, such as games.  A participant in a
war game, for example, may choose to quit at certain
milestones in the game and keep their earned rewards if
they get the feeling that a particular mission will not go
well (or is not in their best interest).  We also believe this
model can apply even better to participant models that have
different roles or levels, rather than a single level as we
have explored in this study.  Not only could we offer
financial compensation as an incentive, but also the
promotion/demotion between levels. For many, earning
titles in Wikipedia, for example, such as steward, sysadmin
or ombudsman, are coveted by those that devote
considerable time in making Wikipedia edits; keeping (or
promoting to) those titles incentivizes them to be aligned
with Wikipedia’s objectives, which parallels the incentives
faced by employees at Zappos.com, Amazon.com and
elsewhere.

In future work, we plan to continue our examination of
incentives including an evaluation of non-financial
incentives. Games provide numerous advantages over static
tasks for applying treatments.  We plan to examine this area
in greater detail and provide participants with more
complex tradeoffs in order to examine the decisions they
make.
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