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This classic paper by Alan Turing aims to convince the reader that machines cannot 

“think” the same way that humans do. Today, this argument may be controversial to 

people who involve themselves with deep learning neural networking and things of the 

like in the realm of AI. Some of the nine definitive arguments that Turing uses to assert 

his stance of machine intelligence include ‘The Theological Objection,’ or ‘The Argument 

from Consciousness.’  

Knowledge Relating to the Cognitive Science Program Learning Outcomes 

1. Formal Systems and Theories of Computation 

a. There are a number of results of mathematical logic which can be used to show that there 

are limitations to the powers of discrete-state machines. The best known of these results 

is known as Godel's theorem ( 1931 ) and shows that in any sufficiently powerful logical 

system statements can be formulated which can neither be proved nor disproved within 

the system, unless possibly the system itself is inconsistent. There are other, in some 

respects similar, results due to Church (1936), Kleene (1935), Rosser, and Turing (1937). 

The latter result is the most convenient to consider, since it refers directly to machines, 

whereas the others can only be used in a comparatively indirect argument: for instance if 

Godel's theorem is to be used we need in addition to have some means of describing 

logical systems in terms of machines, and machines in terms of logical systems. 

2. Consciousness and Controversies 

a. According to the most extreme form of this view the only way by which one could be sure 

that machine thinks is to be the machine and to feel oneself thinking. One could then 



 

describe these feelings to the world, but of course no one would be justified in taking any 

notice. Likewise according to this view the only way to know that a man thinks is to be 

that particular man. It is in fact the solipsist point of view. It may be the most logical view 

to hold but it makes communication of ideas difficult. A is liable to believe "A thinks but B 

does not" whilst B believes "B thinks but A does not." 

3. Neural Networking 

a. The nervous system is certainly not a discrete-state machine. A small error in the 

information about the size of a nervous impulse impinging on a neuron, may make a large 

difference to the size of the outgoing impulse. It may be argued that, this being so, one 

cannot expect to be able to mimic the behaviour of the nervous system with a discrete-

state system. 

4. Darwinian Processes and Phenomena 

a. One must experiment with teaching one such machine and see how well it learns. One can 

then try another and see if it is better or worse… One may hope, however, that this 

process will be more expeditious than evolution. The survival of the fittest is a slow 

method for measuring advantages. The experimenter, by the exercise of intelligence, 

should be able to speed it up. Equally important is the fact that he is not restricted to 

random mutations. If he can trace a cause for some weakness he can probably think of the 

kind of mutation which will improve it. 

5. Psychological Investigations 

a. This is in clear contrast with normal procedure when using a machine to do computations 

one's object is then to have a clear mental picture of the state of the machine at each 

moment in the computation. This object can only be achieved with a struggle. The view 

that "the machine can only do what we know how to order it to do,"' appears strange in 

face of this. Most of the programmes which we can put into the machine will result in its 

doing something that we cannot make sense (if at all, or which we regard as completely 

random behaviour. 


