
Computing Machinery and Intelligence 

 

Summary 

Turing wrote this paper on the subject of Artificial Intelligence, with an answer to the 

question he poses, “Can machines think?”. He states that the answer is present in the 

“Imitation game” in which human and machine play against each other while an 

interrogator aims to identify which is man and which is machine. Turing aims in this 

paper to argue for a future in which machines can compete equally with the minds of 

men, and to disprove nine different arguments against his beliefs in advancement of 

artificial intelligence. 

Knowledge Relating to the Cognitive Science Program Learning Outcomes 

 

1.) Consciousness and Controversy 

The view that machines cannot give rise to surprises is due, I believe, to a fallacy to 

which philosophers and mathematicians are particularly subject. This is the 

assumption that as soon as a fact is presented to a mind all consequences of that fact 

spring into the mind simultaneously with it. It is a very useful assumption under 

many circumstances, but one too easily forgets that it is false. A natural consequence 

of doing so is that one then assumes that there is no virtue in the mere working out of 

consequences from data and general principles. 

 

2.) Formal Systems and Theories of Computation 

The new form of the problem can be described in terms of a game which we call the 

'imitation game." It is played with three people, a man (A), a woman (B), and an 

interrogator (C) who may be of either sex. The interrogator stays in a room apart 

front the other two. The object of the game for the interrogator is to determine which 

of the other two is the man and which is the woman. He knows them by labels X and 

Y, and at the end of the game he says either "X is A and Y is B" or "X is B and Y is A." 

 

3.) Neural Networks 

The nervous system is certainly not a discrete-state machine. A small error in the 

information about the size of a nervous impulse impinging on a neuron, may make a 

large difference to the size of the outgoing impulse. It may be argued that, this being 

so, one cannot expect to be able to mimic the behavior of the nervous system with a 

discrete state system. 



 

4.) Symbol Systems 

 If these are available it is possible to teach a machine by punishments and rewards 

to obey orders given in some language, e.g., a symbolic language. These orders are 

to be transmitted through the "unemotional" channels. The use of this language will 

diminish greatly the number of punishments and rewards required. 

 

5.) Darwinian Processes and Phenomena 

One may hope, however, that this process will be more expeditious than evolution. 

The survival of the fittest is a slow method for measuring advantages. The 

experimenter, by the exercise of intelligence, should he able to speed it up. Equally 

important is the fact that he is not restricted to random mutations. If he can trace a 

cause for some weakness he can probably think of the kind of mutation which will 

improve it. 

 


